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Abstract
Training Learning-to-Rank models for e-commerce product search
ranking can be challenging due to the lack of a gold standard of
ranking relevance. In this paper, we decompose ranking relevance
into content-based and engagement-based aspects, and we propose
to leverage Large Language Models (LLMs) for both label and fea-
ture generation in model training, primarily aiming to improve
the model’s predictive capability for content-based relevance. Ad-
ditionally, we introduce different sigmoid transformations on the
LLM outputs to polarize relevance scores in labeling, enhancing the
model’s ability to balance content-based and engagement-based
relevances and thus prioritize highly relevant items overall. Com-
prehensive online tests and offline evaluations are also conducted
for the proposed design. Our work sheds light on advanced strate-
gies for integrating LLMs into e-commerce product search ranking
model training, offering a pathway to more effective and balanced
models with improved ranking relevance.
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1 Introduction
As an essential daily activity for millions of users, online shopping
has become a crucial element of people’s lives. Modern e-commerce
product search platforms handle a vastmultitude of customer search
queries, striving to deliver the most relevant and deserving prod-
ucts in the search results. Product search ranking is one of the
most crucial components in the search tech stack, where advanced
machine learning models are employed to present online customers
with highly relevant products for their search queries. With the
rapid advancements in generative artificial intelligence (GenAI)
methodologies, particularly large language models (LLMs), there is
significant potential to leverage these technologies to improve the
relevance of search ranking results. This, in turn, can enhance the
system’s ability to promote higher-quality products to top positions.

The application of pre-trained language models in search rank-
ing modeling has been widely explored in previous works. For
example, as one of the most popular choices, BERT [6] has been
extensively used in encoding queries and documents to capture and
evaluate semantic relatedness in many studies [12, 24, 25, 40, 42],
which achieve state-of-the-art performance on various benchmarks
optimizing for ranking relevance. Similar research on search rank-
ing was also performed leveraging variant models of BERT, e.g.,
DistilBERT [29], ALBERT [15], RoBERTa [21]. With the emergence
of more complex LLMs such as LlaMa [36, 37], GPT [2, 26], Mis-
tral [11], and Gemma [33], which are trained on extensive datasets
with a larger number of parameters, offering greater flexibility and
generalization, and demonstrating improved performance across
various semantic tasks [14, 27, 34], it is increasingly tempting to
utilize them in search ranking tasks.

Most current methods for integrating LLMs into ranking model
training focus on directly using query-product level predicted scores
from LLMs as relevance labels for downstream tasks or student
models [18, 38, 41]. However, there is less discussion on how to
further refine the LLM output for optimal use and how to better
integrate LLMs into ranking model training to fully leverage their
semantic capabilities. Our work addresses this gap by implement-
ing several key strategies. On the one hand, we integrate LLMs of
varying sizes into generating labels and features for ranking model
training. While the labels can be generated using more complex
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language models, smaller models are used for features due to run-
time latency concerns. This approach maximizes improvements in
content-based relevance for ranking. On the other hand, we decom-
pose the target for product ranking—relevance labels—into content
and engagement components, leveraging LLMs specifically for con-
tent relevance. Additionally, we propose several sigmoid-based
transformations on the LLM output to generate content relevance,
with different transformation choices influencing the dynamics of
the engagement vs. content trade-off.

The remainder of the paper is organized as follows: Section 2
discusses our proposed methods for integrating LLMs into training
search ranking models. Section 3 details the empirical experiments
and evaluations conducted to assess our proposals. Finally, Section 4
summarizes our findings and presents our conclusions.

2 Methodology
Our search ranking models are trained using the Learning-to-Rank
(LTR) framework [7, 19, 30] optimized for search events [35] by
utilizing data from a truncated historical period of online cus-
tomer search traffic on Walmart.com, a major e-commerce plat-
form. The improvement of ranking model training is achieved not
only through the utilization of high-quality features but also by
customizing the labels to guide the model in generating more rele-
vant ranking results that suit specific goals for certain use cases. In
this work, our primary focus is on optimizing the integration and
utilization of LLMs into both the label and feature generation for
model training.

2.1 Label Formulation
We adopt the listwise approach [3] for our LTR modeling, where
the loss function aims to optimize the Normalized Discounted Cu-
mulative Gain (NDCG) metrics [10], with relevance scores playing
a vital role in the calculation. In the context of e-commerce search,
we decompose the ranking relevance into two major components:
content-based relevance and engagement-based relevance. The for-
mer gauges how pertinent a product’s attributes–e.g., title, descrip-
tion, brand, gender, color, product type, etc.–are to a search query,
while the latter evaluates how frequently customers interact with a
product based on their judgment under a search query. Accordingly,
we propose the following label formulation: given a group G of
products {𝑝1, 𝑝2, . . . , 𝑝 | G | }, we assign label

𝑦
G
𝑞,𝑝 = 𝜎

(
𝐶𝑞,𝑝

)
· 𝐸G

(
𝑞, 𝑝

)
, (1)

where 𝐶𝑞,𝑝 ∈ [0, 1] is an inferred content-based relevance score
for query-product pair (𝑞, 𝑝), 𝜎 (·) is a transformation function
for the content relevance, and 𝐸G (·) yields the engagement-based
relevance score, a value based on the engagement types (ordered >

added-to-cart > clicked > non-engaged) for product 𝑝 in the search
event with query 𝑞 and product group G.

Compared to engagement-based relevance score 𝐸, which en-
tirely relies on factual logged customer behavioral data and is there-
fore objective, content-based relevance 𝐶 is more subjective, as
it depends heavily on semantic interpretation. Given the substan-
tial volume of query-product pairs in e-commerce catalogs, using
human-labeled datasets to train machine learning models to predict
relevance scores becomes an appealing approach. In this specific

instance, we propose to leverage LLM models, distinct from the
ranking model, to generate content relevance scores due to their
demonstrated exceptional performance on natural language tasks.
Specifically, we fine-tune a Mistral 7B model [11] using in-house
human-evaluated data with the cross-entropy loss

L𝑞,𝑝 = −𝑟𝑞,𝑝 log
(
𝑟𝑞,𝑝

)
−
(
1 − 𝑟𝑞,𝑝

)
log

(
1 − 𝑟𝑞,𝑝

)
, (2)

where 𝑟𝑞,𝑝 is the human-evaluated content-based relevance label
for query-product pair (𝑞, 𝑝) and 𝑟𝑞,𝑝 is the LLM predictions. The
fine-tuned LLMs will then be able to infer content-based relevance
scores 𝐶𝑞,𝑝 ∈ [0, 1] for any given (𝑞, 𝑝), where the closer the value
is to 1, the more content-relevant the product is.

Though the multiplication of content and engagement can ac-
count for both aspects, it also exhibits a potential trade-off between
the two, where the engagement performance lift in a ranking model
could negatively impact its performance in content-based relevance
and vice versa.

2.2 Relevance Transformation
Another perspective for comparing content-based vs. engagement-
based relevances is that content reflects endogenous properties of
a product, as it originates from inherent attributes of the product
itself. In contrast, engagement represents exogenous characteristics,
as it depends on how end users perceive and interact with the prod-
uct. Hence, we let content relevance function as a guardrail, as an
ideal ranking model should be able to distinctly differentiate prod-
ucts with significant content relevance gaps, ensuring that highly
relevant ones are ranked in top positions. For products within the
same content relevance interval, the model should primarily rely on
user engagement to determine their ranking. Following this princi-
ple, we propose a sigmoid transformation on the content relevance
score used in label (1)

𝜎 (𝐶;𝛼, 𝛽) = 1
1 + exp

[
− 𝛼 (𝐶 − 𝛽)

] , (3)

where 𝐶 is the LLM-inferred content relevance score, and 𝛼, 𝛽 > 0
are shape parameters determining the center and steepness of the
sigmoid curve. The main rationale behind this transformation is
that the sigmoid function can polarize those moderately low and
high scores toward both extremes, effectively differentiating the
content relevance gap between products. Additionally, within each
interval at both ends, the content curve remains relatively flat,
allowing engagement 𝐸 to play a more significant role in the label.

Shown in Figure 1 is the comparison between different sigmoid
transformation curves. We segment query(𝑞)-product(𝑝) pairs (QPs)
into three intervals {𝑅1, 𝑅2, 𝑅3} according to their original content
relevance scores 𝐶𝑞,𝑝 predicted by LLMs. Suppose 0 < 𝑐1 < 𝑐2 < 1,

• 𝑅1 = {(𝑞, 𝑝) : 0 ≤ 𝐶𝑞,𝑝 < 𝑐1 s.t. 0 < ∇𝐶𝑞,𝑝
𝜎 ≤ 1}: QPs falling

into this interval have low content relevance. They are flat-
tened by the transformation and pushed to have even lower
scores. The distinction among these QPs is more determined
by their engagement 𝐸G (

𝑞, 𝑝
)
.

• 𝑅2 = {(𝑞, 𝑝) : 𝑐1 ≤ 𝐶𝑞,𝑝 < 𝑐2 s.t. ∇𝐶𝑞,𝑝
𝜎 > 1}: QPs falling

into this interval have medium content relevance, indicat-
ing difficulty in ascertaining their content quality due to
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Figure 1: Curve of Sigmoid Transformation

ambiguity. Different customers may exhibit very distinct en-
gagement behaviors, resulting in high variance and reduced
predictive power of engagement relevance. The transforma-
tion in this area, with the property ∇𝐶𝑞,𝑝

𝜎 > 1, magnifies
the effect of content relevance, compensating for the weak-
ened engagement predictability. This is another benefit of
the sigmoid transformation.

• 𝑅3 = {(𝑞, 𝑝) : 𝑐2 ≤ 𝐶𝑞,𝑝 ≤ 1 s.t. 0 < ∇𝐶𝑞,𝑝
𝜎 ≤ 1}: QPs falling

into this interval have high content relevance. They are
flattened by the transformation and pushed to higher scores.
The relative orders among these QPs are more determined
by their engagement 𝐸G (

𝑞, 𝑝
)
.

The choices of 𝛼 and 𝛽 determine ranges of 𝑅1, 𝑅2, and 𝑅3. The
two curves in Figure 1 exhibit the trade-off mainly between 𝑅1 and
𝑅3. The green curve, with a wide range of 𝑅3, sets a low bar for
a QP to be highly content-relevant, resulting in more QPs having
high content scores. Conversely, the yellow curve, with a narrow
range of 𝑅3, sets a high bar for highly content-relevant QPs, leading
to only a few of them being assigned high content scores.

In product search ranking, the top few positions, such as the top
5 and top 10, hold the most importance among the entire recall set,
which usually contains hundreds or even thousands of products.
This contrast emphasizes the need to prioritize those few items with
the best content relevance in the top positions. Therefore, having a
narrow but high-quality 𝑅3 interval could potentially benefit the
content relevance. This approach ensures the content quality of
the 𝑅3 products that are likely to occupy most of the top positions
while still allowing products from other intervals to be promoted
if they have considerably high engagement scores. As a result,
rigorous criteria for products to be highly content-relevant could
potentially improve the ranking model’s performance in content-
based relevance.

2.3 Feature Generation
We employ a substantial number of features for ranking model
training, with each feature being either engagement-related [1, 13,
16, 17, 20, 32, 39] or content-related [8, 23, 31]. For the content

features, we use not only sparse features based on text match but
also leverage LLMs to generate dense features. It is important to
note a key difference in the size choice of language models for
label vs. feature generation. Label generation can be performed
completely offline where latency is not a concern, allowing us to
usemore complex LLMs to improve performance. However, features
used in model training will also be computed at runtime during
inference. While complex LLMs can deliver superior performance,
their high computational cost presents a trade-off that must be
carefully considered [28]. Therefore, we must ensure that the size
of the LLMs used to generate content features is kept within an
appropriate range to avoid latency degradation.

Leveraging our rich in-house query and product attribute in-
formation and expert judgment, we train a moderate-size BERT-
based [6] model with the cross-encoder [9] framework to generate
content-related features for ranking model training and inference.

3 Experiments and Evaluations
With the proposed design in Section 2, we trained seven models,
including one Baseline model and six Variant models as candidates.
In the Baseline model, instead of using LLMs, we employ an XG-
Boost [5] model trained with a few content features to generate
content relevance scores for labeling. Additionally, the Baseline
model does not include the cross-encoder (XE) features in training
or inference. In the Variant models, we apply LLMs to generate
labels and/or include the cross-encoder features for training and
inference. Model details are listed in Table 1. In Variants L and
LX, we directly use the LLM-predicted value as the content-based
relevance score as part of the label. In Variants 𝜎𝑐LX, 𝜎𝑟LX, and
𝜎𝑙LX, we apply 3 different sigmoid transformations listed below.

• Variant 𝜎𝑐LX takes 𝛼 = 12 and 𝛽 = 0.5, which only polarizes
the high and low values without shifting the center .

• Variant 𝜎𝑟LX takes 𝛼 = 10 and 𝛽 = 0.7, shifting the center
to the right while keeping 𝜎 (0) and 𝜎 (1) close to 0 and 1,
without introducing excessively steep gradients in any sub-
intervals. This sets a higher threshold, i.e., a more rigorous
criterion for high content relevance.

• Variant 𝜎𝑙LX takes 𝛼 = 10 and 𝛽 = 0.3, shifting the center
to the left while keeping 𝜎 (0) and 𝜎 (1) close to 0 and 1,
without introducing excessively steep gradients in any sub-
intervals. This sets a lower threshold, i.e., a more relaxed
criterion for high content relevance.

We plot the distribution of the original LLM-predicted scores and
the transformed scores for all query-product pairs in the training
data in Figure 2.

To measure the predictive performance of the Variant models, we
evaluate both the content-based and engagement-based relevance of
the ranking results generated by each model. The former is assessed
through offline human judgment, while the latter is evaluated by
conducting online interleaved A/B tests [4].

3.1 Offline Evaluation of Content Relevance
To evaluate the content-based ranking relevance of the Variant
models, we performed an offline human evaluation for each of them
using NDCGmetrics. The process starts with sampling a substantial
number of representative search queries across all segments. For
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Figure 2: Distribution of LLM Scores and Transformed Scores in Histograms

Table 1: Baseline and Variant Models in Experiments

Model ID Content Label XE Features

Baseline XGBoost no
Variant X XGBoost yes
Variant L LLM no
Variant LX LLM yes
Variant 𝜎𝑐LX 𝜎 (LLM;𝛼 = 12, 𝛽 = 0.5) yes
Variant 𝜎𝑟LX 𝜎 (LLM;𝛼 = 10, 𝛽 = 0.7) yes
Variant 𝜎𝑙LX 𝜎 (LLM;𝛼 = 10, 𝛽 = 0.3) yes

each query, we retrieve the top 10 products ranked by both the
Baseline and Variant models. Human evaluators then assign 5-point
relevance ratings to each query-product pair based on the product’s
relevance to the search query under well-defined guidelines. Finally,
we calculate the NDCG@10 score for each query using the rating
scores and item positions and conducted a T-test to compare the
overall relevance quality between the Baseline and Variant models.

The evaluation results are listed in Table 2. The results lead to
the following findings, which prove our hypotheses in Section 2.2.

• The comparison between Variants X, L, and LX suggests
that simply adding XE features or incorporating LLMs in the
label during model training alone does not result in a signifi-
cant lift in ranking content relevance; however, combining
these two approaches leads to a substantial improvement in
content relevance.

• The comparison between Variants LX and 𝜎𝑐LX indicates
that the polarization used to push moderate relevances to-
ward extremes during model training effectively enhances
the model’s predictive capability to prioritize highly content-
relevant items in ranking.

• The comparison between Variants 𝜎𝑙LX, 𝜎𝑐LX, and 𝜎𝑟LX
suggests that, within an appropriate range, themore rigorous
the criteria for high content relevance during model training,
the greater the lift in content relevance achieved by the
ranking model, and vice versa.

3.2 Online Tests for Engagement Measure
To measure the engagement performance of the Variant models, we
conducted six interleaving tests, an online experiment where users
are exposed to a mixed ranking list from both Baseline and Variant

Table 2: Content Relevance Evaluation Results

Variant Model NDCG@10 Change (p-value)

Variant X +0.41% (0.11)
Variant L +0.11% (0.60)
Variant LX +1.35% (0.00)
Variant 𝜎𝑐LX +1.72% (0.01)
Variant 𝜎𝑟LX +3.96% (0.00)
Variant 𝜎𝑙LX −0.26% (0.48)

Table 3: Engagement Relevance Test Results

Variant Model ATC@40 Change (p-value)

Variant X −0.05% (0.68)
Variant L −0.06% (0.60)
Variant LX +0.05% (0.11)
Variant 𝜎𝑐LX +0.01% (0.91)
Variant 𝜎𝑟LX −0.79% (0.00)
Variant 𝜎𝑙LX +1.04% (0.00)

models on a substantial volume of online customer traffic at Wal-
mart.com. The key metric is the percentage change in the number
of items added to carts within the top 40 positions (ATC@40) for
each Variant compared to the Baseline.

The interleaving test results are listed in Table 3. The results sug-
gest that using XE features and/or LLM labels does not significantly
affect ranking engagement. A significant impact is observed only
when applying shifted sigmoid transformations to the LLM labels,
where engagement performance changes in the opposite direction
to content-based relevance.

Specifically, comparing the performance of Variants (𝜎𝑐LX vs.
𝜎𝑟LX), (𝜎𝑐LX vs. 𝜎𝑟LX), and (𝜎𝑟LX vs. 𝜎𝑙LX), we observe a pat-
tern where an increase in content relevance is accompanied by
a compromise in engagement. This suggests a trade-off between
content-based and engagement-based ranking relevances, as an-
ticipated in Section 2.1. This observation highlights a pathway for
search ranking model training: to construct a label incorporating
both relevance aspects, apply appropriate transformations, and
adjust parameter settings accordingly to achieve optimal perfor-
mance toward specific relevance goals. As our selected candidates
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Table 4: Feature Importance of Cross-Encoder LLM Feature

Model ID Importance Rank SHAP value

Variant X 8 0.1141
Variant LX 5 0.2645
Variant 𝜎𝑐LX 3 0.3817
Variant 𝜎𝑟LX 2 0.6381
Variant 𝜎𝑙LX 7 0.1808

for balancing both relevances effectively, Variants LX and 𝜎𝑐LX
were further evaluated through comprehensive online A/B tests,
and all business metrics, such as GMV and conversions, showed
neutral results, validating that these models can achieve content
relevance gains without compromising engagement.

3.3 Root Cause Analysis
To investigate the underlying causes of the observed evaluation/test
results in depth, we establish a pathway by analyzing the relation-
ship between feature importance, labels, and model performance.
During model training, we calculate the averaged SHAP value [22]
for each feature across all iterations and derive the ordered feature
importance. Shown in Table 4 is the feature importance rank and
SHAP value of the highest cross-encoder LLM feature in different
Variant models.

We make four key noteworthy points here. Firstly, it is observed
that utilizing LLM in labeling elevates the importance of the XE
features in the model. This is because LLM enriches labels with
more content-specific information, which better guides the content-
related features to make more effective predictions. Consequently,
the model relies more on these features during inference, result-
ing in more improved predictive capability to distinguish relevant
from irrelevant products in ranking. Secondly, applying the sigmoid
transformation further boosts the importance of the XE features
due to its polarization effect. With more extreme content judgments
embedded in label construction, the content-related features are
able to make even more effective predictions, which further en-
hances the model’s performance in determining content relevance.
Thirdly, a more rigorous content criterion in labeling increases
the importance of the XE features, while a more relaxed criterion
reduces it. The reason is that greater rigor reduces the density of
instances with high content relevance, making them more distin-
guishable, as shown in Figure 2. This allows the content features
to function more effectively in discrimination. Lastly, as the im-
portance of XE features increases, engagement features become
relatively less important, potentially causing a decline in customer
engagement during inference. This explains the trade-off between
content relevance and engagement relevance in performance from
a feature perspective.

4 Conclusion
In this paper, we propose a novel approach to product search rank-
ing model training centered on the integration of Large Language
Models (LLMs) for both label formulation and feature generation.
By leveraging fine-tuned LLMs alongside user interaction data, we

optimize the model’s training objective to account for both content-
based and engagement-based relevance. The use of LLMs in labeling
also enhances the effectiveness of LLM-driven content features in
the ranking model, promoting more content-relevant products to
top positions. Additionally, applying appropriate transformations
to LLM scores in the labels further refines the balance between con-
tent and engagement relevances. Comprehensive online and offline
evaluations demonstrate that our approach can yield significant
improvements in content relevance while maintaining decent user
engagement. This work provides valuable insights for enhancing
training objectives, optimizing relevance, and implementing LLMs
in e-commerce product search ranking.
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